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Abstract. Previous regression trend models for total column ozone have included
only the quasi-biennial oscillation (QBO) winds and the El Nifio Southern Oscillation
(ENSO) ocean surface pressure as dynamical proxies. Trends derived from these
regression models generally differ (are more negative) from two-dimensional (2-
D) chemical transport trends by about 2-5% decade™ in midlatitudes during
spring. The present study introduces additional dynamical proxies of total ozone
in regression models in an effort to reduce errors in local ozone trends and reduce
these model differences. Nimbus 7 total ozone mapping spectrometer (TOMS)
version 7 total column ozone for 1979-1992 are used in conjunction with analyses
from National Centers for Environmental Prediction (NCEP, formerly National
Meteorological Center). Dynamical proxies investigated include winds (including
diabatic winds), relative vorticity, potential vorticity, temperatures, and geopotential
heights. Inclusion of additional dynamical proxies improves statistics by reducing
residuals and uncertainty regions in both zonal mean and zonally asymmetric trend
models. RMS reductions, relative to a trend model with only QBO, solar, and
trend terms, are as large as 50% in 14-year means in the southern hemisphere. For
zonal mean or zonally asymmetric global trend models with one optional surrogate,
a favorable choice is prefiltered (at least deseasonalized and detrended) lower
stratospheric temperatures. Relative vorticity, potential vorticity, and geopotential
heights all exhibit similar relationships with total ozone, with highest correlative
behavior near 200 hPa (midlatitudes year-round) and 10 hPa (high latitudes in
winter-spring months). For models incorporating these latter proxies, combined 10-
and 200-hPa (or similar) pressure levels are effective in reducing global residuals.
ENSO, as a surrogate by itself or included with other dynamical proxies, has a
comparatively small effect because of its episodic nature. Decadal variabilities in
NCEP and microwave sounding unit channel 4 (MSU4) data as surrogates in trend
models indicate maximal 1-3% decade™! reductions anywhere in TOMS trends.
Total ozone trends derived from the Goddard 2-D heterogeneous chemistry and
transport model agree favorably with trends in TOMS ozone, generally to within
2-3% decade™! in both hemispheres. Inclusion of possible decadal variabilities in
dynamics may yield yet smaller differences.

1. Introduction

Many studies in recent years have applied specially
designed regression models in an effort to determine
global characteristics of anthropogenic trends in ozone
le.g., Stolarski et al., 1991, 1992; Niu et al., 1992; Ran-
del and Cobb, 1994; Reinsel et al., 1994].
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In addition there have been many two-dimensional
(2-D) heterogeneous chemical transport models used
to delineate long-term trends in ozone [see, for exam-
ple, World Meteorological Organization (IWMO), 1995;
Solomon et al., 1996; Jackman et al., 1996]. Compari-
son of trends derived from 2-D chemical transport mod-
els and total ozone mapping spectrometer (TOMS) re-
gression models have characteristically shown disagree-
ments in the northern hemisphere (NH), with TOMS
indicating more negative values, not uncommonly 2-
5% decade™! more negative. Version 6 TOMS trend
analyses by Stolarski et al. [1991] showed trends be-
tween —8% and —10% decade™! in NH midlatitudes
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around February. In contrast, 2-D transport models
typically show NH midlatitude trends around —2% to
—4% decade™!. TOMS trends also exhibit a midlati-
tude maximum in NH spring that 2-D transport mod-
els do not reproduce. In this study we compare trends
derived from 2-D transport models and TOMS ozone.

Two components not present in 2-D heterogeneous
transport models are interannual and possible decadal
changes in ozone caused by atmospheric dynamics. Evi-
dence of dynamically induced longitudinal distributions
of NH TOMS trends in winter-spring was shown by
Hood and Zaff [1995] for January months using Na-
tional Centers for Environmental Prediction (NCEP)
data (primarily 100-hPa geopotential heights) and by
Chandra et al. [1996] in northern midlatitudes us-
ing microwave sounding unit channel 4 (MSU4) and
NCEP data. The main implication was that longitudi-
nal structures of NH total ozone trends during winter-
spring were a result of stationary planetary scale waves
in the troposphere and lower stratosphere. Most re-
gression trend models include at least an 11-year so-
lar cycle and the quasi-biennial oscillation (QBO) as
natural sources of ozone variability. Recent models
have also included seasonal time dependence in regres-
sion coefficients, and other nonanthropogenic variabil-
ity sources including the El Nino-Southern Oscillation
(ENSO) [Randel and Cobb, 1994] and atmospheric tem-
peratures [Chandra et al., 1996]. In addition, aerosols
from the eruptions of El Chichon in April 1982 and
Mount Pinatubo in June 1991 were shown by Solomon
et al. [1996] to have an important effect on both decadal
trends as well as interannual variabilities in total ozone
in NH midlatitudes. In this study we employ dynami-
cal parameters in regression models to reduce residual
errors and to estimate the long-term impact of decadal
dynamical variabilities on global structures and ampli-
tudes of ozone trends. Additional dynamical parame-
ters include winds (including diabatic winds), relative
vorticity, potential vorticity, temperatures, and geopo-
tential heights. We do not attempt to model vari-
abilities in total ozone caused by naturally occurring
aerosols. Missing effects from aerosols will manifest
themselves in derived residuals and as errors in trends.

This paper is composed of five remaining sections.
Sections 2-4 discuss data, a generalized trend model,
and dynamical proxies of total ozone, respectively. Sec-
tion 5 includes applications of zonal mean and zonally
asymmetric regression trend models. Last, section 6
provides a summary.

2. Data

Total column ozone used in this study are Nimbus 7
version 7 TOMS data for January 1, 1979, through De-
cember 31, 1992. Standard atmospheric variables, in-
cluding temperatures, relative vorticity, and winds (in-
cluding diabatic winds) and other computed quantities
for this same time period, were all derived from daily
(1200 UTC) standard National Centers for Environ-
mental Prediction geopotential height analyses on pres-
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sure surfaces 1-850 hPa. Relative vorticity is defined as
the vertical component of the three-dimensional (3-D)
curl of wind velocity. That is, relative vorticity is de-
fined as vy —uy, where v and u represent northward and
eastward wind components, respectively, and subscripts
denote partial differentiation (eastward and northward
distances are z and y, respectively). Daily diabatic
winds in this study were derived from NCEP temper-
atures and diabatic heating rates (J. Rosenfield, per-
sonal communication, 1996) using the iterative method
of Murgatroyd and Singleton [1961]. In addition, mi-
crowave sounding unit channel 4 brightness tempera-
tures (half-vertical weighting function response near 40
and 150 hPa, mean near 90 hPa) were also incorporated
in this study. '

For both consistency and error reduction, all daily
data were binned to equivalent 5° latitude (85°S to
85°N) by 15° longitude block structures. Missing and/or
outlier data were replaced using a 3-D (latitude, lon-
gitude, day) Gaussian weighting procedure (similar to
that used by Stone et al. [1995]), followed by linear
interpolation in time. All data were subsequently av-
eraged monthly to reduce computational effort in our
regression trend models.

Monthly mean zonal winds from Singapore (1°N,
140°E) from 1979 through 1992 at pressure levels 70,
50, 40, 30, 20, 15, and 10 hPa were used to provide a
QBO index in our regression trend models (discussed
in section 3.1). A Tahiti (18°S, 150°W) minus Darwin
(13°S, 131°E) monthly mean normalized sea level pres-
sure time series for the same time period was used as
an ENSO proxy, and for a solar ultraviolet (UV) index,
monthly mean 10.7-cm solar flux time series was incor-
porated. Prior to trend analyses, all 1979-1992 time
series averages were removed from the QBO, ENSO,
and solar flux series.

3. Generalized Regression Model

Methods used in recent years to determine trends in
global total ozone have used regression models simi-
lar to that of Stolarski et al. [1991]. Several studies
[e.g., Stolarski et al., 1992; Niu et al., 1992; Randel
and Cobb, 1994] have extended the method to include
zonally asymmetric data. The models prescribed simple
linear relationships between total ozone and surrogates,
an assumption that is viable as a first approximation.
Subtle nonlinear effects were not included. '

All of these regression models usually included a lin-
ear trend term, QBO, solar flux series, and for Ran-
del and Cobb [1994], an additional ENSO proxy. In
this study of both zonal mean and zonally asymmetric
data, we incorporate a similar model including ENSO
(an option, for zonally asymmetric data), and in addi-
tion, optional surrogates P1(t) and Py (t):

Qt) =a+ pt+y QBO(t) + 6 solar(t)

—+€ ENSO(t)—FCl Pl(t)+<2 Pz(t)—i—R(t). (1)
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In (1), ¢ is the month index (t=1,2,...,168), and «, £, v, 6,
€,(1, and (, are time-dependent regression coefficients
given by a constant plus 12-month, 6-month, and 4-
month cosine and sine harmonic series as defined by
Randel and Cobb [1994]. That is, o (similar expression
for the other coefficients) is given by the harmonic ex-
pansion cq + Z?zl[Cj cos (2mjt/12) + s; sin (275t/12)],
where ¢; and s; are constant coefficients. The purpose
of providing annual (plus two harmonics) variability in
these regression coefficients is to allow more physically
realizable seasonality. The error in model (1) is the
residual series R(t), « is the seasonal fit, and the ozone
trend is given by the coefficient 3. Solar(t) in (1) rep-
resents the solar proxy (10.7-cm solar flux series), and
ENSO(t) is given by the Tahiti minus Darwin normal-
ized sea level pressure time series. QBO(t) in (1) repre-
sents the quasi-biennial oscillation proxy derived from
Singapore (1°N, 140°E) zonal winds using several ap-
proaches, including that of Randel et al. [1995] (dis-
cussed in section 3.1). Error analysis for the regression
coefficients involved a Monte Carlo method and is dis-
cussed 1n the appendix.

3.1. Choosing a Representation for QBO

Excluding effects from volcanic aerosols, interannual
variabilities in total ozone in the tropics and subtrop-
ics are primarily driven by a slow secondary strato-
spheric circulation associated with the QBO. Several
studies [e.g., Hasebe, 1980, 1994; Bowman, 1989; Lait
et al., 1989; Hamilton, 1989; Chandra and Stolarsk:,
1991] have shown that QBO anomalies in total ozone
maximize along the equator with amplitudes ~6-10 DU
(Dobson units) and in the subtropics in winter-spring
months with amplitudes ~6-12 DU. Vertical motion as-
sociated with the QBO during the eastward transition
phase (largest positive vertical derivative of the QBO
zonal winds) is, by near-geostrophic thermal wind bal-
ance, characterized by sinking motion along the equa-
tor and upwelling in the subtropics [Andrews et al.,
1987]. Sinking motion brings larger ozone mixing ra-
tio downward from the middle stratosphere, producing
enhanced total column ozone anomalies. For rising mo-
tion, the opposite happens. During the westward tran-
sition phase of the QBO, these wind fields and their
effect on total ozone reverse.

There are many possible representations of QBO(t)
in (1), from simply using a single level of Singapore
winds to more involved approaches, perhaps including
multiple least squares or empirical orthogonal function
(EOF) analysis. We compare two methods that seem to
yield the general spread of residual reductions possible
with the choice of QBO(%) within model (1). The first
is a simplistic approach using 30-hPa Singapore winds
without time lag and the other is an EOF method.

The representation for QBO(¢t) used by Randel et al.
[1995] was the EOF approach introduced by Wallace
et al. [1993]. (A thorough description of the general
EOF method is provided by Kutzbach [1967].) Following
Wallace et al. [1993], QBO(¢) is given by
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QBO(t) = [e1(t)” + ea(t)*]/ cos[@(t) — ], (2)
where ¢1(t) and cy(t) are time series associated with the
two leading eigenvalues, ®(t) is a four-quadrant phase
series defined by tan[®(t)] = ca(t)/c1(t), and A is a con-
stant phase lag to be determined. For 1979-1992 Singa-
pore winds, the two leading eigenfunctions explain 95%
of total variance of the vertical QBO structure. One of
our methods, similar to that of Randel et al. [1995], was
to adjust the phase lag A in (2) to maximize cross corre-
lation with the QBO signal in equatorial TOMS ozone,
using the same value for A at all other latitudes. As will
be shown, this EOF representation for QBO(t) does as
well anywhere compared with computing a new A at
each latitude (hereinafter denoted as lagged EOF QBO
winds), and much better than using 30-hPa nonlagged
Singapore winds.

In Figure 1 we compare 14-year averaged RMS resid-
ual patterns for these two representations, beginning
with a standard global trend model (see dotted curve)
from (1) that uses zonal mean data and is defined by
only seasonality, linear trend, and solar cycle terms
(that is, Q(t) = a + B ¢ + 6 solar(t) + R(t).). In the
tropics, 14-year residual RMS amplitudes for this sim-
plest model are seen to maximize along the equator (~7
DU amplitude), with relative minimaat 10°N and 10°S.
Outside the tropics, residual amplitudes in the south-
ern hemisphere (SH) polar region are largest, growing
to ~10 DU at 65°S.

Extending the standard model to now include non-
lagged 30-hPa Singapore winds.(light solid curve in Fig-
ure 1) provides RMS residual reductions of around 2-3
DU in the tropics and SH subtropics. For the EOF
QBO winds, there is little difference between using the
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Figure 1. RMS residuals (in Dobson units) in zonal
mean trend model with no quasi-biennial oscillation
(QBO) (bold dashed curve), 30-hPa nonlagged Singa-
pore QBO winds (light solid curve), lagged empirical
orthogonal function (EOF) QBO winds (long dashed
curve), and nonlagged EOF QBO winds (bold solid
curve). The trend model used is Q(t) = o+ 3t +
¥ QBO(t) + 6 solar(t) + R(t).
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lagged (long dashed curve) or nonlagged (bold solid
curve) method. The EOF QBO winds show marked
improvements from using the nonlagged 30-hPa Singa-
pore winds, with larger residual reductions (~2-5 DU)
from the standard (no QBO) model. Figure 1 shows
5-DU improvement (~60-70%) along the equator using
the EOF QBO winds. In all trend models used in this
study we incorporated the nonlagged EOF QBO repre-
sentation.

3.2. ENSO and Residuals

Another interannual dependence in total ozone, one
that extends from the tropics to high latitudes, comes
from ENSO. As Randel and Cobb [1994] showed, ENSO
anomalies in zonally asymmetric total ozone are largest
in the middle and high latitudes and occur during
winter-spring months, the reason being that in winter-
time the tropospheric eastward wind jet lies closer to-
ward the equator, enabling larger radiation of tropical
waves (primarily westward propagating Rossby-type re-
sponses in the troposphere) into the winter extratropics
[Garcia and Salby, 1987]. Randel and Cobb [1994] found
that ENSO-associated changes in total ozone in middle
and high latitudes appear as sharply defined events that
coincide (inphase) with similar sharp episodic changes
in lower stratospheric temperatures. Anomalies [Ran-
del and Cobb, 1994, Figure 14] in SH midlatitudes were
shown to exceed 15 DU in total ozone and 2 K in MSU4
temperatures, yielding a sensitivity ratio of around 6-9
DU K~!, which is indicative of dynamical forcing. We
note in addition that their ozone-temperature residuals
(their Figure 15) indicated similar sensitivity ratios.

The impact of including ENSO in zonally asymmet-
ric models for reducing residuals is shown in Figure 2.
The trend model used is Q(¢) = o + B ¢t +v QBO(t) +
6 solar(t) + ¢ ENSO(t) + R(t). Figure 2 (top) shows
global RMS residuals in TOMS ozone, annually aver-
aged, assuming no ENSO. Largest residual errors occur
in the high latitudes of both hemispheres, exceeding
12 DU. When ENSO is included (Figure 2, bottom)
the net effect is surprisingly small in reducing residuals,
with reductions around only 1 DU or less. The reason
for the small reductions stems from the episodic nature
of ENSO, where appreciable amplitudes appear only in
1982-1983, 1987-1989, and 1991-1992 [Randel and Cobb
[1994].

As shown later in section 5, much larger residual re-
ductions are possible with the inclusion of other (op-
tional) dynamical surrogates of ozone. In the next sec-
tion we will examine several of these and their dynam-
ical relationships with total ozone.

4. Optional Dynamical Proxies:
Correlation Cross Sections

Understanding Q-7 relationships is vital for assessing
relative contributions to total ozone change from dy-
namics and radiative feedback effects. This is because
dynamical surrogates of total ozone are derived ulti-
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Figure 2. RMS residuals (in Dobson units averaged
for 1979-1992) for a zonally asymmetric trend model
with no El Niho Southern Oscillation (ENSO) (top) and
with ENSO (bottom). The trend model used 1s Q(t) =
a+ft+v QBO(t) + 6 solar(t) + ¢ ENSO(¢t) + Rgt).

mately from retrieved atmospheric temperatures. In-
vestigations such as Shine [1986], Kiehl et al. [1988],
and Miller et al. [1992] indicated around 15-20 DU K~1!
relative change ratio (sensitivity) between total ozone
and lower stratospheric temperatures when ozone loss
is imported as the cause of temperature loss (i.e., radia-
tive feedback). In contrast, other studies such as New-
man and Randel [1988] and Randel and Cobb [1994, and
references therein] showed around 6-10 DU K~ sensi-
tivity of total ozone to lower stratospheric temperature
based on dynamical forcing. In our study, sensitivity
ratios (figures not shown) between filtered (deseasonal-
ized and linearly detrended) monthly mean TOMS total
ozone and NCEP temperatures indicate largest values
anywhere of 5-7 DU K~! in the lower stratosphere in
both hemispheres. In addition, on timescales varying up
to several months, Chandra et al. [1996] showed that
there is little temporal phase shift observed between to-
tal ozone and lower stratospheric temperatures, further
suggesting a greater impact from dynamical forcing. A
thorough study comparing dynamical and radiative ef-
fects on global Q has yet to be shown. In accordance
with results from previous investigations, the filtered
monthly mean surrogate fields used in this study in-
dicate predominant dynamical, rather than radiative,
control on ozone variability. This may not be the case
where surrogates are not detrended (discussed in section
5.3).

In an effort to identify dynamical surrogates of to-
tal ozone, standard correlation between monthly 2-D
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TOMS ozone and 3-D atmospheric variables was calcu-
lated at each grid point (i.e., each latitude, longitude,
pressure) after removing time series averages, from

[ZivzlQ(t)P(t)]/[ZiV:IQ(t)QZZIp(t)z]l/zj (3)

where N is 168 months, and Q and P denote TOMS
total ozone and 3-D variable time series, respectively.
Prior to calculations, all time series were deseasonal-
ized and linearly detrended. Detrending ensures that

SCALE HEIGHTS

605

EQU 30N
LATITURE ’
CORR(TOMSV7,VORT) a2
) 1 5 .
: d
¢ o &
Y ° 7
5 ooy
9] _mn_
L300
500
~BSP
EQU
LATITUDE
7_I 1 1 A e i | A A 1 " | 'y i 4l 1 1 i A 1 1
CORR(TOMSV7,dTEMP/dz ) S
] sfi Pty NS -____¢’// s

SCALE HEIGHTS

EQu
LATITUDE

6121

decadal timescale radiative feedback effects will not be
present. Deseasonalization was accomplished by first
deriving a 14-year seasonal (12-month periodicity) time
series by averaging similar months together, followed by
subtracting this from the original data series.

Figure 3 shows 1979-1992 vertical cross sections of
zonally averaged correlations between TOMS total ozone
and several basic dynamical surrogates. We note that
there is a clear seasonality of strongest correlations,
especially in the high-latitude stratosphere in winter-
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Figure 3. Zonally averaged vertical cross correlations between several three-dimensional (3-D)
(latitude, longitude, pressure) atmospheric quantities and two-dimensional (2-D) (latitude, lon-
gitude) total ozone mapping spectrometer (TOMS) total ozone. Dashed (solid) contour values
start at -0.1 (0.1) and decrement (increment) by 0.1. One scale height represents 7 km. Cor-
relations were calculated (see text) at each grid point using deseasonalized, detrended monthly
mean data for 1979-1992 (168 months). Monte Carlo simulations of 100,000 data runs, modeling
both TOMS ozone and surrogate series as Markov noise with an upper bound redness parameter
0.999 [Stanford and Ziemke, 1994], indicate that correlations are statistically significant at the
1% significance level for absolute values greater than 0.4.
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spring months in both hemispheres (figures not shown).
For conciseness, correlation fields in Figure 3 include all
months averaged together.

Correlation patterns between TOMS ozone and NCEP
temperatures (top panel, left column) in Figure 3 max-
imize in middle and high latitudes, with large positive
correlations in the lower stratosphere and negative cor-
relations in the low to middle troposphere. Zero cor-
relations are seen tracking along the tropopause from
about 100 to 200 hPa in low latitudes downward to
~300 hPa in high latitudes. Observations of strong cor-
relations between atmospheric temperature and total
ozone are not new [Dobson and Harrison, 1926; Dobson
et al., 1946; Reed, 1950]. Background distributions of
ozone mixing ratio and temperature are such that the
combination of both horizontal and vertical parcel mo-
tions create the observed correlation fields between total
ozone and atmospheric temperature [see, for example,
Newman and Randel, 1988; Wirth, 1993].

Correlations between geopotential heights and TOMS
ozone (top panel, right column) also maximize in mid-
dle and high latitudes. Large negative correlations
appear in midlatitudes in both hemispheres near the
tropopause. These negative correlations occur year-
round because of the persistent tropospheric wind jet,
where relative maxima in stratospheric column inte-
grated ozone will be found within upper tropospheric
cyclonic (low pressure) regions. For geopotential heights,
lower than average geopotential heights near the tropo-
pause cause a higher than average mass density and
a larger vertically integrated column ozone anomaly,
thereby yielding the negative correlations seen in Fig-
ure 3. Positive correlations occur in the stratosphere in
high latitudes of both hemispheres and are caused by
vertically propagating planetary waves, primarily in the
winter and spring months. ( Wirth [1993] has analyzed
such planetary waves and their effects on ozone for the
SH vortex in October.) Opposite signs in correlations
observed in both hemispheres between the tropopause
(~200-300 hPa) and the midstratosphere (~30 hPa) can
be understood on the basis of the 3-D structures of ver-
tically propagating temperature waves. Since geopoten-
tial heights are equivalent to vertically integrating tem-
peratures in log-pressure height, these sign differences
can be interpreted as a combination of both vertical tilt
(generally westward tilt with height) of the waves and
fundamentally opposing zonal mean meridional temper-
ature gradients at these altitudes in winter-spring.

The correlation field involving relative vorticity (mid-
dle panel, left column) is similar to the field between
TOMS ozone and geopotential heights except for a dis-
tinct sign change between hemispheres. We note that
Ertel potential vorticity (EPV) yields correlation pat-
terns (not shown) that are virtually the same as those
using relative vorticity in Figure 3, the reason being
the physical nature of vorticity. In upper tropospheric
cyclonic regions, high total ozone coincides with high
(low) values of relative vorticity and EPV in the NH
(SH). Opposite signs in the correlation patterns be-
tween NH and SH occur because winds flow counter-
clockwise around low-pressure cells in the NH and clock-
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wise around lows in the SH. Hence, for either EPV or
relative vorticity in midlatitudes near the tropopause,
positive anomalies in the NH and negative anomalies in
the SH will correlate with positive anomalies in column
ozone.

Patterns involving the vertical derivative of relative
vorticity (middle panel, right column) are similar to
the patterns involving temperatures, except for the sign
change between hemispheres discussed previously. Be-
sides being representative of atmospheric temperature
anomalies, the vertical derivative of relative vorticity
also provides a crude indicator of vertical motion, with
upwelling coinciding with negative (positive) vertical
gradients of relative vorticity in the NH (SH).

Another dynamical surrogate of column ozone is the
vertical derivative of temperature using log-pressure as
the vertical coordinate (bottom panel, left column).
Maximum (positive) correlations are seen to track along
the tropopause, from around 100 to 200 hPa in the
tropics downward to around 300 hPa in high latitudes.
A positive value of the vertical derivative of tempera-
ture at fixed pressure near the tropopause (for exam-
ple, at 200 hPa in midlatitudes) indicates descending
stratospheric air; a positive correlation with total ozone
follows because the descending air creates a positive
anomaly in stratospheric column ozone.

As a final example, we consider stratospheric winds.
A strong wind structure can produce a barrier against
transport into and out of the vortex. Dynamical struc-
tures during winter-spring middle to high latitudes in
both hemispheres usually show large variability with
altitude (generally strong westward tilt with height).
In addition, strong wind anomalies will occur away
from the pole of the vortex, at some altitude coincid-
ing with strong zonal anomalies (of opposite sign) in
TOMS ozone. The result is negative correlations be-
tween zonal winds in the upper stratosphere at high
latitudes in Figure 3 (bottom panel, right column).

The results from Figure 3 depict only a small portion
of possible dynamical surrogates of total ozone. In this
study we include several of these surrogates (and several
others not shown) in our regression trend models.

5. Applications of Optional Dynamical
Proxies in Trend Models

5.1. Residuals: Zonal Mean Models

Despite zonally asymmetric data used to generate
correlation cross sections in Figure 3, similar patterns
and amplitudes still persist for zonal mean data (fig-
ure not shown). Selected zonal mean time series plot-
ted in Figure 4 correspond to regions of largest cor-
relation amplitudes in Figure 3. Surrogate time se-
ries (light solid curves) were deseasonalized, linearly
detrended, and then zonally averaged. In an effort
to more clearly identify correlative relationships be-
tween surrogates and TOMS ozone for use in zonal
mean trend models, the seasonal cycle, QBO, solar
cycle, and long-term trend were removed from each
TOMS series, resulting in the TOMS residuals (bold
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Figure 4. Normalized (maximum amplitude = 1) monthly time series of total ozone residuals
R(t) (bold curves) plotted against normalized surrogates (light curves) for regions (latitudes and
pressures indicated) of large correlation amplitudes seen in Figure 3. No units. Prior to trend
analyses, surrogate time series (light solid curves) were deseasonalized, linearly detrended, and
then zonally averaged. Several surrogate series were multiplied by -1 (indicated) for clarity. R(t)
was derived from the zonal mean trend model Q(t) = o+ 8 t +v QBO(¢t) + § solar(t) + R(t) (see

section 5.1.).

curves) shown in Figure 4. The TOMS residual se-
ries R(t) was derived from the zonal mean trend model
Q) = a+ B t+ v QBO(¢) + 6 solar(t) + R(t). The
surrogates in Figure 4 indicate apparent correlative re-
lationships with TOMS ozone, especially geopotential
heights, zonal winds, and temperatures (including the
vertical derivative of temperatures).

Figure 5 shows computed residuals involving five dis-
tinct models, beginning with.a standard model (bold
solid curve) that includes seasonality, linear trend, so-
lar cycle, and the nonlagged EOF QBO winds. (The
bold solid curve in Figure 5 is equivalent to the bold
solid curve in Figure 1.) For each model, surrogates
were deseasonalized and linearly detrended prior to re-
gression.

The main result from Figure 5 is that all of the proxy
cases clearly reduce residuals in zonal mean models. Re-
ductions are generally moderate except in the SH mid-
dle and high latitudes involving MSU4 temperatures
(long dashed curve). We note that there are many other
dynamical surrogates of zonal mean total ozone not in-
cluded in Figure 5. These other cases mirror the results
of Figure 5 and were not shown.

5.2. Residuals: Zonally Asymmetric Models

In Figure 6 we again show RMS residuals, but now as
a function of latitude and longitude for selected models
using zonally asymmetric data. These models include
optional ozone proxies ENSO(t), P1(t), and Py(t) (in-
dicated at the top of each panel). In each case, before
running trend model (1), P;(¢) and P5(t) were desea-
sonalized and linearly detrended.

It was noted from Figure 3 that both vorticity and
geopotential heights exhibit large total ozone correla-
tion amplitudes at 200 hPa in midlatitudes year-round,
and near 10 hPa in high latitudes (during winter-spring
months). Hence, for either vorticity or geopotential
heights, a logical choice would be to choose optional
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10 STANDARD
L 50-100hPa dVORT/dz
L meecceecmaaas 200hPa Z
8y 00 e MSU4

RMS RESIDUAL(DU)

NS
[ S R R R MR

60S 40S 20S EQU 20N
LATITUDE

40N 60N

Figure 5. RMS residuals (in Dobson units) plotted as
a function of latitude for several choices (indicated) of
additional proxy P;(t) in the zonal mean model used in
Figure 1. Prior to regression, P;(t) was deseasonalized
and linearly detrended. The trend model used is Q(t) =
a+ ft+v QBO(t)+ 6 solar(t) + ¢1 Pi(t) + R(t). (The
bold solid curve is equivalent to the bold solid curve in
Figure 1.)
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Figure 6. RMS residuals (in Dobson units) for a zonally asymmetric trend model with one,
two, or three optional surrogates (indicated above each frame). The trend model used is Q(t) =
a+ B t+vy QBO(t) + 6 solar(t) + ¢ ENSO(t) + {1 P1(t) + {2 P2(t) + R(2).

series at both 10 hPa (P1(t)) and 200 hPa (Ps(t)) in
(1).

Figure 6 indicates significant reductions in residu-
als by using relative vorticity at 10 and 200 hPa, ei-
ther without ENSO (left column, top) or with ENSO
(left column, bottom). (Compare these patterns with
the larger residuals shown in Figure 2.) Inclusion of
ENSO(t) again has only a small effect. Residuals us-
ing 10- and 200-hPa geopotential heights (right col-
umn, top) mask the basic results for vorticity. Using
only MSU4 temperatures without ENSO (right column,
bottom) does as well (perhaps slightly better) than the
other three models.

All surrogate cases in Figure 6 clearly reduce residuals
relative to a standard model (no optional surrogates),
up to 50% in the SH. Surrogates also greatly smooth the
zonal wave structures of residual fields. ENSO has little
impact in doing either. In the next section we examine
how surrogates affect zonal structures of ozone trends.

5.3. Impact of Surrogates on Ozone Zonal Trend
Structures

Figure 7 shows annual mean (averaged over all 12
months) ozone trends and trend uncertainty fields in-
volving four separate scenarios beginning with a stan-
dard zonally asymmetric model (top left) given by Q(t)
= a+pft+y QBO(t)+ 6 solar(t)+ R(t). These selected
cases were chosen in Figure 7 because they represent
the general spread of model results using from zero to
three (including ENSO) optional surrogates. Shading
in Figure 7 indicates regions where the trend is not dis-
tinguishable from zero at the 5% significance level.

For the standard model, statistically significant neg-
ative trends are seen in the SH midlatitudes centered
around 90°W and in the NH midlatitudes in three dis-
tinct (nonshaded) geographical regions. Largest ozone
loss 1s in the SH high latitudes where maximum trend
amplitudes are near 0°-30°W longitude with amplitudes
~10% decade™!. Similar structures were shown for ver-
sion 6 TOMS analyses by Stolarski et al. [1992].

The other three cases in Figure 7 incorporate addi-
tional (deseasonalized) surrogates in the standard trend
model. The first case (upper right) includes both ENSO
and nondetrended 500-hPa geopotential heights. As
Hood and Zaff [1995] showed, NH climatological zonal
wave structures in tropospheric (primarily 100 hPa)
geopotential heights during January months indicated
a likely stationary dynamical mechanism for producing
the zonal wave structures observed in TOMS trends in
winter. In Figure 7, relative to the standard model,
500-hPa heights show some zonal smoothing of TOMS
zonal structures, but the effect is not large. In addi-
tion, there are small changes in ozone trend amplitudes
of about +0.5 to +1% decade™! in the NH middle and
high latitudes.

In the study by Chandra et al. [1996], nondetrended
MSU4 temperatures were used as an additional surro-
gate in a regression trend model for zonally asymmetric
total ozone at 45°N under the hypothesis that decadal
changes in MSU4 temperatures were in part dynam-
ically induced. (There exists some proportion of ra-
diative feedback effects of ozone on lower stratospheric
temperatures.) Results indicated changes in TOMS
ozone trends of +1 to +3% decade™! after including
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Figure 7. TOMS trends (in percent per decade) averaged over all 12 months for four model
scenarios (see section 5.3). Shading indicates regions where trends are not different from zero at

the 5% significance level.

MSU4 data. Our third global model in Figure 7 (lower
left) similarly uses nondetrended MSU4 data. Aside
from observable zonal smoothing in the NH, reductions
in trends occur in the NH midlatitudes and SH high
latitudes with changes of around +1 to +2% decade™?.
When MSU4 are detrended, ozone trends (lower right)
show little change (at most, ~+1% decade™!) from the
standard model; however, using this extra proxy ap-
preciably reduces residuals and the shaded uncertainty
regions. Only nondetrended surrogates provide sizable
changes in TOMS trends.

5.4. Implications for Chemical Transport
Modeling of Ozone Trends

Figure 8 shows the same four 1979-1992 trend model
analyses from Figure 7, but now zonally averaged and
plotted for each month. We note that similar trend
plots (not shown) generated by running all four models
with zonal mean data have the same values (at most,
~0.5% decade™! differences) as shown in Figure 8. For
the standard model (upper left), large negative trends
(around -14% decade™!) associated with the Antarctic
ozone hole are seen in the SH high latitudes poleward
of 60°S around September-October. In the NH, largest
trends are in midlatitudes during February, with values
around -6% decade™!. These trend results are nearly
identical to version 7 TOMS trends shown by McPeters
et al. [1996], despite their using 7-day zonal means and
a longer 16-year data length (November 1978 through
October 1994) that included Meteor 3 TOMS ozone af-
ter May 5, 1993. Partly because zonally asymmetric
data were used in Figure 8, boundaries of the shaded
uncertainty regions are slightly larger, ~0.5% decade™!

more negative than shaded regions for version 7 TOMS
trends shown by McPeters et al. [1996].

An anomalous feature for both the standard and
MSU4 cases is a SH low-latitude region of statistically
significant negative trends of around -2% decade™* from
June through August. Examination of TOMS ozone in-
dicates (figures not shown) that this trend anomaly is
caused by a large drop in ozone centered in June 1992,
coinciding exactly with the month of the primary erup-
tion of Mount Pinatubo. However, a close examination
shows that TOMS ozone is rapidly decreasing in April
and May, which is around 2 months prior to the erup-
tion. Hence the trend anomaly cannot be explained just
from volcanic effects.

Of the three surrogate cases in Figure 8, largest re-
ductions are for the nondetrended MSU4 proxy. Both
nondetrended 500-hPa geopotential heights and MSU4
temperatures change NH midlatitude springtime trends
by +1 to +2% decade™!.

The important conclusions from Figure 8 are that (1)
decadal variabilities in tropospheric and lower strato-
spheric dynamical quantities alter TOMS trends by at
most 2-3% decade™! anywhere for any month and (2)
inclusion of optional surrogates reduces residuals and
the size of the regions of uncertainty in ozone trends.

Figure 9 compares best estimated latitude versus
month 1979-1992 total ozone trends from TOMS (top)
with the Goddard 2-D heterogeneous chemistry and
transport model (HCTM) [Jackman et al., 1996]. The
trends shown for TOMS are the same as in Figure 8
(bottom right) involving the deseasonalized detrended
MSU4 temperature proxy. For the 2-D model, trends
were computed from HCTM output data using regres-
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Figure 8. Same four trend model scenarios from Figure 7, but as latitude versus month with
trends computed for each month and then zonally averaged (see section 5.3).

sion model (1) with seasonality, trend, and solar terms
present. The Goddard model includes both solar cycle
and volcanic aerosols (similar to Solomon et al. [1996]).

Latitude

Latitude

M A M ] J A S
Month

Figure 9. (top) Zonally averaged TOMS trends replot-
ted from Figure 8, bottom right. (bottom) Goddard
2-D heterogeneous chemical transport model [Jackman
et al., 1996] total ozone trends (units in percent per
decade) for 1979-1992 derived from (1) with seasonality,
trend, and solar cycle terms present in the regression.

Aerosols and the solar cycle provide a source of inter-
annual variability in the model.

HCTM trends in the SH high latitudes, similar to
TOMS, show large seasonality, with maximum ozone
loss in September-October. Seasonality in SH midlati-
tudes is weak, as is also generally true for TOMS trends.
Seasonality in NH trends from the HCTM is again weak,
yet despite the NH midlatitude maximum in spring
from TOMS not being reproduced, trend amplitudes
of TOMS and the model are nevertheless comparable.
HCTM trends ~ —3% to —4% decade™! in NH midlat-
itudes during spring are comparable to TOMS trends
of around -3% to -5% decade™!.

The important result from Figure 9 is that the HCTM
trends agree favorably well in both hemispheres with
TOMS, generally within 2-3% decade™!. Inclusion of
the possibility of decadal changes in dynamics (Figure
8) may yield yet smaller differences. We note that trend
differences of 2-3% decade™! are close to the critical
trend uncertainties in TOMS (see shaded-region bound-
aries). In addition, such percentage changes may be
caused just by unresolved interannual variabilities cou-
pled with the data set length used.

6. Conclusions

This study has incorporated many combinations of
dynamical surrogates of total ozone in both zonal mean
and zonally asymmetric trend models. All models pre-
scribed simple linear relationships between total ozone
and surrogates, an assumption that is viable as a first
approximation. Subtle nonlinear effects (beyond the
scope of this study) were not considered.
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The QBO proxy in trend models must be incorpo-
rated carefully. The EOF QBO winds (either lagged or
not lagged) showed marked improvement from a stan-
dard model (model with only trend and solar cycle).
Adding the EOF QBO winds to the standard model in-
dicated long-term (14-year) RMS residual reductions of
around 5 DU (~60-70% improvement) along the equa-
tor and between 2 and 3 DU in the midlatitudes of both
hemispheres.

ENSO (Tahiti minus Darwin normalized sea level
pressure time series) has little impact on long-term re-
duction of residuals. Inclusion of ENSO, either with or
without other optional surrogates, has a comparatively
small contributing reduction, ~1 DU or less in 14-year
RMS values. This apparently stems from the episodic
nature of ENSO.

Inclusion of additional ozone surrogates in the regres-
sions considerably reduces residuals (up to 50% in the
SH) from a basic model that included only trend, so-
lar cycle, and EOF QBO. In zonal asymmetry models,
optional surrogates also greatly reduce zonal asymme-
tries in residual fields. In all cases investigated, inclu-
sion of surrogates reduces the size of uncertainty re-
gions in trends. For zonal mean or zonally asymmet-
ric trend models with one optional surrogate, a favor-
able choice is prefiltered (at least deseasonalized and
detrended) lower stratospheric temperatures. Relative
vorticity, potential vorticity, and geopotential heights
all exhibit similar relationships with total ozone, with
highest correlative behavior near 200 hPa (midlatitudes
year-round) and 10 hPa (high latitudes in winter-spring
months). For models incorporating these latter proxies,
combined 10- and 200-hPa (or similar) pressure levels
are effective in reducing global residuals.

HCTM ozone trends for all months in both hemi-
spheres agree favorably well with TOMS trends, gen-
erally within 2-3% decade™!. Inclusion of the possibil-
ity of decadal changes in dynamics may produce even
smaller differences by changing TOMS trends by +1%
to +2% decade~!. Differences of 2% or 3% decade™! are
close to the critical trend uncertainties (boundaries of
the shaded uncertainty regions) present in the TOMS
trend analyses. In addition, such percentage changes
may be caused just by interannual variabilities and
length of data set. Omitting or adding just 1 year of
data may produce similar percent differences in trends.

Appendix: Error Analysis

Errors in the coefficients «,8,7,6,¢,(1, and {5 in
trend model (1) originate from all data input to the
regression, that is, time series Q(¢) (which could also be
geopotential heights, etc.), QBO(t), solar(t), ENSO(t),
P1(t), and P2(t). Our method used for estimating er-
rors in these coefficients was to first run the model once,
generating the residual series R(?) at each grid point,
and then run this same model N additional loops with
random noise added to all of the original data fields. In
our simulations we chose N=200. (When all 12 months
are averaged together for regression coefficients, the ef-
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fective number becomes 2400.) Random normally dis-
tributed (with mean zero) noise was added to add input
data series. For total ozone (or geopotential heights,
etc.) to which model (1) was applied, this noise was
weighted by the latitudinally dependent seasonal cli-
matology cycle. Noise in monthly mean total ozone and
NCEP data was taken to be 2%. When MSU4 temper-
atures were included in (1) as a surrogate of ozone, a
value of 1% in monthly averaged values was assumed.

In addition to these random errors, long-term uncer-
tainties in calibration (for total ozone) and uncertain-
ties associated with changes in assimilation methodol-
ogy (for NCEP data) were also added to original series
during each loop. These long-term trend uncertainties
were taken to be uniformly distributed with parameter
b, that is, with probability distribution U(—b,b). For
total ozone, b = 3% decade™?, and for 500-hPa geopo-
tential heights, b=10 m decade™! was assumed. Nor-
mally distributed (with mean zero) noise during each
loop was also arbitrarily added to QBO(t) (5%), solar(t)
(3%), and ENSO(¢) (5%). '

Residual series R(t) was replaced during each loop
with a series of random noise generated from the mea-
sured amplitude-random phase (MARP) approach of
Stanford and Ziemke [1994], that is,

R(t) = Z Am(w) cos(wt — ¢),

where w is angular frequency, A,,(w) denotes measured
frequency dependent amplitudes, and ¢ is a random uni-
formly distributed number from —7 to +#. During each
loop, this form for R(t) was added to Q as additional
random noise.

Figure 10 shows one example of Monte Carlo gener-
ated trends in TOMS ozone at 150°E, 5°S, averaged

(A1)
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80 R LRARARARANS T LRRRAN T T IRARARARRA
60 - -
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TREND(PERCENT/DECADE)
Figure 10. Histogram of Monte Carlo generated

TOMS ozone trends at 150°E, 5°S. Units are percent
per decade. This example corresponds to the shaded
region in Figure 7, lower right. The trend model used
is Q(t) = a+ B t+v QBO(t) + 6 solar(t)+ {1 MSU4(t)+
R(t). The time series MSU4(¢t) were deseasonalized and
linearly detrended prior to regression. The shaded re-
gion is the 5% critical region (see appendix).
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over all 12 months, using deseasonalized and detrended
MSU4 temperatures as an extra proxy. (This is the
model used to generate the 5% significance level shaded
regions shown in Figure 7 (lower right).) The null hy-
pothesis used in our statistical tests for trends is that
the true trend is zero. In an effort to show a trend
different from zero, we must reject the null hypothesis.
For testing at the 5% significance level we shade the 5%
tail of the histogram where random trends are in a di-
rection opposite in sign of the observed trend. Should
the shaded tail region happen to include the value of
zero trend, we reject the null hypothesis, thus conclud-
ing a trend different from zero at the 5% significance
level. However, the example in Figure 10 is one that
fails to reject the null hypothesis at the 5% significance
level. That is, in order to reject the null hypothesis,
the 5% shaded tail region must enclose zero along the
horizontal axis, which it does not.

The Monte Carlo method used in this study to esti-
mate errors in regression coefficients provides a highly
powerful statistical simulation. Including the MARP
technique to model residual series R(t) means that each
randomly generated series will have ‘a frequency spec-
trum identical to the original measured series, thus
providing a physical constraint that multivariate ap-
proaches cannot replicate.
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